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ABSTRACT
Consensus protocols are at the core of strongly consistent
replication deployed in cloud-based storage systems. There
have been many proposals to optimize these protocols, most
of which work by identifying and shifting load from bottle-
necked nodes to underutilized nodes.

We show that while these optimizations increase through-
put, they sacrifice resource efficiency, which is paramount
in a cloud setting. We propose a new metric to measure the
efficiency of these protocols and show that using this metric,
for example, the optimized EPaxos protocol is less efficient
than the unoptimized Multi-Paxos protocol. We then demon-
strate that Multi-Paxos can achieve 2× higher throughput
than EPaxos in a fixed-budget resource setting that is typical
of the cloud. Our work underlines the need for considering
resource efficiency when optimizing consensus protocols,
given that they are increasingly deployed in the cloud.
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1 INTRODUCTION
Strongly consistent replication is the backbone of mod-
ern cloud services, ranging from configuration manage-
ment [13, 29] to cloud datastores [8, 22, 26, 28, 33, 39]. To
ensure strong consistency, these services typically imple-
ment statemachine replication using consensus protocols [4],
henceforth referred to as replication protocols, which
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need to scale and provide high-throughput, low-latency ser-
vices to the users. Recently, many new replication protocols
have emerged, all improving throughput, latency, or both.
These optimized replication protocols follow a similar

recipe: they identify one or more bottlenecked components
in a traditional solution and try to alleviate the bottleneck
by shifting the work elsewhere. For example, many tradi-
tional protocols [2, 17, 24, 32] rely on a dedicated leader
to prescribe the operations and their order to the follower
nodes. EPaxos [23] conjectures that a single leader is a bot-
tleneck for both the throughput and latency and removes
it by allowing any node to become an opportunistic leader;
other recent systems [9, 31] further optimize EPaxos. Pig-
Paxos [7] moves a significant portion of communication from
the leader onto the followers. Compartmentalized Paxos [35]
separates Paxos into multiple distinct roles or compartments;
many of these roles, such as batching nodes or communica-
tion relays scale horizontally, allowing them to be deployed
on separate VMs to offload the leader and improve through-
put.
Although the aforementioned and similar solutions im-

prove the throughput, they all share a common pitfall: they
increase the throughput at the cost of reducing effi-
ciency. This is because they assume dedicated clusters with
identical nodes, where one of the nodes is bottlenecked (fully
utilized) in a traditional baseline protocol while the remain-
ing nodes are underutilized. As such, the optimized protocols
try to spread the load from the bottlenecked node to the
remaining nodes with no regard for efficiency because
the resources in the underutilized nodes are idle anyway.
Such load-shifting techniques, however, may not be ideal
for sharded cloud-native services that operate in “resource-
packed” cloud environments [5, 34] where every unit of
resource costs money.

Consider an example of Multi-Paxos [32] (or Raft [24], or
a primary-backup [2]) replication scheme deployed on dedi-
cated nodes, as shown in Figure 1 (a). These protocols rely
on a single leader, and it is expected for a leader to do more
work and use more resources than the followers [1], leaving
some idle resources at the follower nodes. EPaxos, and sim-
ilar works that aim to scale consistent replication, assume
such a setting with identical nodes; they spread the load
evenly among the nodes at the expense of added complexity
and, most importantly, reduced efficiency. As such EPaxos
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Figure 1: (a) A single instance of Multi-Paxos running
on three dedicated nodes each with two cores. The
Multi-Paxos leader uses both cores of a node since
it is CPU-intensive, whereas Multi-Paxos followers
use one core each. (b) Three instances of Multi-Paxos
(each instance shown in a different color) running in
a cloud environment on three 4-core nodes, where the
leader and followers are spread out over the nodes.

can take advantage of resources left unused by leader-based
replication and provide higher throughput.
Modern cloud services, however, rarely operate on ded-

icated resources; on the contrary, physical resource shar-
ing with some resource isolation is the norm. Moreover,
most systems scale horizontally by running multiple pro-
tocol instances side-by-side to support different data par-
titions [8, 26, 28, 36]. In such shared environments, the re-
sources are allocated and scheduled using some sort of task
packing [11], leaving only limited free resources on each
node.

We illustrate a hypothetical example of such task packing
in Figure 1 (b), where three instances of Multi-Paxos share
a set of 4-core servers and get packed in such a way that
the leader of one instance is co-located with the followers
from the other instances. In our example, the leader uses
two cores, while the followers use one core each. Despite
the resource usage disparity, packing multiple instances of
the protocol achieves an equal load on all physical nodes.
Additionally, such packed deployment needs fewer cores
than three dedicated Multi-Paxos instances as in Figure 1 (a).
Given the same budget of resources, however, protocols

such as EPaxos are at a disadvantage because they are less
efficient. That is because resource balancing and bottleneck
avoidance in these protocols often come at the price of
added protocol complexity and increased overall resource

usage. In this paper, we show that while throughput-
optimized protocols deliver better throughput than
their simpler counterparts when given dedicated re-
sources, these same protocolsmay significantly under-
perform in resource-shared environments. Our find-
ings show that we, as a community, have been neglecting the
efficiency aspect of scaling consensus-based replication. We
believe that efficiency, in addition to traditional performance
metrics, is essential as these protocols are increasingly being
deployed in the cloud. Indeed, in our survey, we were un-
able to find papers that propose optimized consensus-based
state machine replication protocols to also include CPU or
memory usage of the proposed optimizations.
We argue for the need for efficiency optimizations that

allow processing more operations using the same pool of
resources in addition to optimizations that take advantage
of more added resources. To that order, we propose to eval-
uate the replication algorithms under more scrutiny and
refrain from judging them only by the best or maximum
performance metrics.We suggest a new metric for inclu-
sion to typical protocol evaluations: throughput-per-
unit-of-constraining-resource-utilization. This metric
normalizes the performance of a protocol relative to the
consumption of the constraining resource.
We illustrate our metric on Multi-Paxos and EPaxos pro-

tocols and show that it serves as a good proxy for the perfor-
mance of the replication systems in sharded resource-shared
environments. This is because a more efficient system can
pack more copies of itself in the same pool of cloud resources
than a less efficient protocol, despite the more efficient sys-
tem being less capable in absolute terms when used with
dedicated resources. For instance, in our experiments, we
demonstrate that although EPaxos outperforms Multi-Paxos
by nearly 20% on a set of dedicated VMs, when we deploy
multiple instances of the protocols on a fixed set of shared
resources, Multi-Paxos provides almost twice the throughput
of EPaxos.
Our work applies the metric to CPU usage alone, but it

can also be applied to other constraining resources, such as
memory or network bandwidth. With the help of this new
metric focused on resource efficiency instead of absolute per-
formance, we hope that the community will start optimizing
replication protocols for the modern cloud infrastructure.

2 REPLICTION IN THEWILD
State machine replication protocols are deployed in many
systems and applications spanning a variety of environments.
These environments range from dedicated hardware deploy-
ments in the on-premise data centers to fully managed pub-
lic cloud solutions. Most state machines, however, gravitate
away from fully dedicated clusters even in the on-premise
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setting due to cost. When an on-premise cluster has lots of
unused hardware, it is tempting to deploy all systems in their
own isolated environments. Over time, though, this becomes
more challenging as the number of systems grows without
expanding the on-premise data center. As such, resource
sharing (Figure 1 (b)) becomes increasingly important, espe-
cially considering the multi-core nature of modern servers.
The need to deploy state machine replication protocol in
the resource shared environments also grows when consid-
ering the migration from on-premise to the public cloud.
The public cloud model further encourages resource sharing
with its pay-as-you-go cost model that charges for resources
allocated or used.
Many state-of-the-art storage systems take advantage

of resource sharing. Systems like Spanner [8], Cock-
roachDB [28], and YugabyteDB [36] all use small instances
of Multi-Paxos or Raft [24], such that each physical machine
or VM supports many replicas from different partitions. For
example, CockroachDB relies on 64MB partitions, allowing
for hundreds if not thousands of replicas on the same phys-
ical server. DocumentDB [27], now known as Azure Cos-
mos DB [22], also claims a load-balanced approach where
primary-backup [2] replicas are strategically assigned to
servers to balance the load in the federation.

3 CURRENT APPROACHES TO SCALING
STATE MACHINE REPLICATION

Given the pervasiveness of replicated state machines in dis-
tributed systems and applications, improving the replica-
tion throughput has been an important problem in the past
decade. Some solutions [9, 23] call for boosting throughput
and reducing latency at the same time, while others [7, 35]
argue for trading off some latency in exchange for better
throughput. Both camps, however, take a similar high-level
approach for improving their performance. They first iden-
tify a bottleneck in traditional systems and then work to
eliminate the bottleneck by moving it elsewhere. Usually,
the bottleneck is at the leader, as it is used to communicate
with the clients and coordinate the replication [1].

Systems like EPaxos [23, 31] and Atlas [9] avoid having
a one-node bottleneck by not having a single leader that
centers all communication around it. Instead, these systems
expand on Fast Paxos [17] ideas and try to use fast quorums
to commit/replicate operations in one round-trip network
latency from any node in the system. This approach, com-
monly known as leaderless consensus, allows any node to
become an opportunistic leader for an operation in the hopes
that the operation won’t conflict with any other concurrent
replication initiated by other nodes. When conflicts do oc-
cur, leaderless solutions fall back to a more traditional Paxos

protocol to resolve the ordering. The added benefit of op-
portunistic protocols is reduced latency, as the system may
immediately start replication and avoid routing all opera-
tions to the centralized leader.

Some solutions like SDPaxos [38], separate the replication
from operation ordering when implementing replicated state
machines. This allows the payload to be accepted and repli-
cated by every node in the system. However, a lightweight
designated leader or sequencer is still used to establish the
order among all replicated operations.
Other protocols keep a centralized leader to avoid the

complexity of determining and resolving the conflicts and
instead offload as much work from the leader as possible.
Both Compartmentalized Paxos [35] and PigPaxos [7] fall
into this category; they use some form of intermediate nodes
to handle most of the leader’s communication and processing
responsibilities, shift the bottleneck away from the leader and
onto other Paxos components. Compartmentalized Paxos goes
back to the roots of Paxos [16] protocol and implements all
the standard Paxos roles (proposers, acceptors, learners, etc.)
as stand-alone components, called compartments. It adds a
few additional roles, such as leader proxies for relaying leader
communication and batching nodes to aggregate operations
together. Such role separation coupled with the additional
roles allows serial compartments, like proposers, to run on
their own dedicated VMs, leaving themmore spare resources.
PigPaxos, on the other hand, retains the combined replica
roles popular in the practical implementations ofMulti-Paxos
and Raft, and instead delegates some followers to act as a
communication proxy on behalf of a leader. Another similar
approach, Linearizable Quorum Reads [6], shifts processing
away from Paxos components to the clients; more specifically,
it allows the clients to read directly from the quorum of
followers, bypassing the leader entirely.

The general approach of moving the processing away from
bottlenecked component allows the protocols to reach higher
throughput by utilizing the resources previously left unused
due to the bottleneck. To confirm this, we run EPaxos and
Multi-Paxos on five AWS EC2 m5a.large instances with 2
vCPUs and 8GiB of RAM. We use a 50% write workload
targeting an in-memory key-value store where items are
selected uniformly randomly. Our experiment uses up to 90
concurrent, closed-loop clients to saturate the cluster and
observe its maximum throughput. For EPaxos, we use a work-
load with up to a 10% conflict ratio. As Figure 2 (a) shows,
EPaxos outperforms Multi-Paxos by about 20%—an observa-
tion consistent with the original EPaxos evaluation [23].

Similar to EPaxos, the original evaluations of all improved
protocols focus solely on the absolute best performance that
was unlocked by avoiding the bottleneck and utilizing idle re-
sources of dedicated nodes. The systems today, however, are
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Figure 2: (a) Throughput of EPaxos and Multi-Paxos on five AWS EC2 m5a.large VMs. CPU utilization of each (b)
EPaxos and (c)Multi-Paxos node. (d) Throughput of EPaxos andMulti-Paxos per unit of aggregateCPUutilization.

increasingly deployed on the cloud, making such evaluations
inadequate for resource-shared environments.

4 EFFICIENCY METRIC
The general scalability approach taken by the new protocols
that we described earlier has a major disadvantage. The elim-
ination of the bottleneck and shifting processing elsewhere is
not free and requires more complex and nuanced algorithms
to make these systems work. As a result, while these systems
can unlock the unused resources of dedicated nodes, they do
so at the expense of using more resources.
We confirm this by measuring the CPU usage of EPaxos

from the previous experiment. As Figure 2 (b) shows, all
nodes running EPaxos replicas are fully utilized. (Since all
nodes in EPaxos have uniform roles, we call them replicas
and not leaders or followers.) To our surprise, none of the
evaluations in EPaxos, its derivatives, and similar work pro-
vides measurements of resource usage (CPU, memory, net-
work bandwidth) during the experiments.

Having information about the protocol’s resource con-
sumption can help determine the added cost of avoiding the
bottleneck and rate its suitability for a resource-packed cloud
setting. For example, unlike EPaxos, Multi-Paxos consumes
a lot less CPU, as Figure 2 (c) shows. More specifically, Multi-
Paxos fully utilizes only the leader node, while each follower
uses only about a quarter of its node’s CPU, effectively leav-
ing 0.75 ∗ 4 = 3 nodes worth of CPU unused in the cluster.
While not ideal for the protocol’s own load balancing, these
unused resources also mean that Multi-Paxos can achieve
roughly 80% of EPaxos’ throughput using just 40% of CPU.
To understand the efficiency of replication protocols, we

propose a new performance metric: throughput-per-unit-of-
constraining-resource-utilization. We can apply the metric to
any cluster resource used by the protocol, such as combined
memory or CPU usage across all nodes. However, the most
useful resource to study is the limiting or constraining re-
source that causes a bottleneck on one or more machines.
In the context of replicating small payloads (Figure 2), such

limiting resource is likely to be CPU, as we see that both pro-
tocols reach nearly 100% utilization on at least one node. In
other settings and under different workloads the constrain-
ing resource may change.

A handful of cloud and database systems [20, 25] consider
using price/cost as a proxy for the system’s efficiency. The
cost metric normalizes the performance per dollar spent.
This, however, serves as an indirect measure of the true re-
source efficiency of protocols, as cost per unit of resource
may vary between vendors and over time. Moreover, the cost
measure often encompasses the price of multiple resources
bundled together, hiding the impacts a single resource may
have on limiting the scalability of the protocol. For instance,
if a cost metric incorporates multiple distinct resources, such
as RAM, storage IOPS, and CPU, it becomes unclear which
of these bundled resources is a constraining one and must be
optimized to improve performance at the fixed cost. Further-
more, for some systems or deployments, the cost estimates
are based on the allocated resources, and not resources ac-
tually consumed, which again favors protocols that can use
all allocated resources and not more efficient ones. For these
reasons, we chose to focus on a per-resource efficiency in-
stead of the cost measurement, especially considering that
the efficiency can be translated to cost in the cloud if the
resource rates are known. The resource efficiency metric can
also help to improve on-premise deployments, as estimat-
ing the monetary cost in these environments may be more
difficult.
We now revisit the efficiency of EPaxos and Multi-

Paxos protocols in light of the proposed metric. To this
end, we measure the CPU utilization percentage on each
node once every second and sum up these utilizations to
get an aggregate CPU utilization value in the cluster. We
then align the rolling throughput measurements with this
aggregate value to arrive at the CPU-normalized perfor-
mance expressed as throughput-per-unit-of-aggregate-CPU-
utilization (ops/s/CPU%). As Figure 2 (d) shows, this new ef-
ficiency metric paints a drastically different picture than the
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Figure 3: (a) Throughput of five Multi-Paxos instances on five AWS EC2m5a.2xlarge VMs. Each instance is spread
over all VMs, as shown in Figure 1. (b) CPU utilization of each VM when running five Multi-Paxos instances. (c)
Throughput of five EPaxos instances running on five AWS EC2 m5a.2xlarge VMs. (d) Aggregated throughput of
five Multi-Paxos instances and five EPaxos instances running on five m5a.2xlarge VMs.

raw performance numbers shown in Figure 2 (a). The latter
shows EPaxos having higher throughput than Multi-Paxos
in a dedicated cluster, essentially illustrating that EPaxos
is more efficient given the resources allocated. The same ex-
perimental run expressed with our new efficiency metric
in Figure 2 (d) shows that Multi-Paxos is nearly twice as
efficient than EPaxos when considering the resources con-
sumed. This confirms our intuition that the extra processing
requirements of EPaxos, as it needs to check each operation
against the dependency graph for possible conflicts, drasti-
cally impact its efficiency. Multi-Paxos, on the other hand, is
a less complicated protocol that requires only a few simple
comparisons to determine the validity of each operation.

While we focused on just two protocols and one resource,
the metric applies to any replication protocol and a variety
of resources. For instance, some implementations of primary
backup [2] may be more CPU-efficient at the leader than
the consensus protocols due to slightly different messag-
ing requirements. Similarly, having a disk-bound state ma-
chine instead of a memory-bound one may put more strain
on the storage subsystem. The efficiency metric can also
be useful for other data-driven protocols and systems that
have replication at their core, such as distributed queues or
logs [3], pub-sub systems [15], and transaction processing
protocols [30, 37].

5 INEFFECTIVENESS OF CURRENT
APPROACHES PER NEWMETRIC

Dedicated server or VM deployments of state machine repli-
cation waste allocated but unused resources, making better-
balanced protocols like EPaxos or PigPaxos more desirable.
Many cloud-native systems, however, rely on shared environ-
ments for better utilization of available resources. More im-
portantly, these shared environments are often constrained
by a budget, making efficiency paramount to extracting as

much work from a fixed pool of resources. In this section,
we demonstrate how more efficient protocols, such as Multi-
Paxos, achieve higher aggregated throughput despite having
worse protocol-level load balancing characteristics.

In a modern data center, large storage systems scale hori-
zontally in a data-parallel manner by providing strong con-
sistency in different data partitions using independent in-
stances of replicated state machines. This allows a more com-
prehensive resource balancing that is not confined within
the bounds of a single replicated state machine instance.
For example, resources left unused by one instance can be
picked up by another one, given proper resource allocation
and scheduling strategies. Luckily, modern containerized
infrastructure facilitates such resource scheduling [5, 12, 34].

As a concrete example, let’s consider a task-packing setup
on a five-node cluster for simplicity. This cluster of machines
may represent a fixed budget that wemay be willing to spend
on replication and storage infrastructure. In this setup, we
can “task-pack” five Multi-Paxos instances such that in a
fault-free case each node hosts one Multi-Paxos leader and
four followers each belonging to a different Multi-Paxos in-
stance (similar to Figure 1 but with fiveMulti-Paxos instances
instead of four). This simple deployment, despite relying on
a protocol with disproportionate resource usage between the
leader and the follower nodes, achieves good resource usage
by pairing resource-heavy roles with resource-light ones.

We demonstrate this by emulating such a “resource-shared
cloud” scenario on anAWSEC2 cluster using fivem5a.2xlarge
VMs with 8 vCPUs and 32GiB of RAM. We deploy five
instances of Multi-Paxos using the aforementioned task-
packing setup and measure the throughput of each Multi-
Paxos instance and CPU utilization across the VMs while
repeating the previous experiment (§ 3).We target each of the
five instances separately with up to 100 concurrent closed-
loop clients and aggregate the throughput data across all
protocol instances. Figure 3 (a) shows that each Multi-Paxos
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instance achieves roughly 30 kops/s of throughput and Fig-
ure 3 (b) confirms that CPUs on all nodes are fully utilized.
(In this case, the throughput of a single Multi-Paxos instance
is higher than the throughput in Figure 2 (a) due to a more
powerful VM.)
For comparison, we also deploy five instances of EPaxos

on the same cluster and repeat the experiment. This simu-
lates two systems with the same number of shards running
on identical clusters for a fair comparison. In theory, due
to its ability to saturate the node’s resource, we could have
kept EPaxos as a single partition running on the cluster of
larger machines. However, in practice scaling systems to
work efficiently on high-core count machines is challeng-
ing, and rarely produces perfect speedup. Partitioned de-
ployments are better in this regard, as different partitions
running in separate processes have fewer contention points
over shared software resources, such as locks, queues, and
atomic counters. Figure 3 (c) shows that each instance of
EPaxos achieves only 15 kops/s of throughput with CPUs on
all nodes fully utilized (the graph omitted to save space). Per-
instance throughput of EPaxos in such sharded and packed
environment has dropped compared to our dedicated setup.
This is because each of the five EPaxos instances had 8

5 vC-
PUs available at each server (assuming the OS scheduling
was fair), which is slightly under 2 vCPUs available in the
dedicated experiment.
To summarize, Figure 3 (d) shows that the five instances

of Multi-Paxos boast almost twice the aggregate throughput
of that of five instances of EPaxos. Hence, compared to the
dedicated resource experiment (Figure 2), a more efficient
protocol has a significant advantage in a shared environment
with proper task-packing.

6 CONCLUSION AND FUTURE
DIRECTIONS

The emergence of cloud computing has dramatically tran-
sitioned how we build systems, but this transition is far
from over. Many storage systems rely on strongly consis-
tent replication protocols. These protocols, however, predate
the cloud by decades, and many proposed optimizations on
them continue to ignore the different reality put in front of
us by cloud computing. In this work, we make a case for
redesigning replication protocols for the cloud.
The key insight of our work is that while the optimiza-

tions proposed so far significantly improve the transaction
throughput, they ignore resource efficiency, which is crit-
ical in a pay-as-you-go utility model of cloud computing.
More specifically, these optimizations assume as a baseline
a Multi-Paxos instance running on a dedicated cluster with
identical nodes, where the leader node is the bottleneck and
the follower nodes are underutilized. They then invent a

more complex and less resource efficient protocol that spreads
the load to the underutilized follower nodes. We show that
when deployed in a typical cloud environment with a fixed
budget of resources, these “optimized protocols” significantly
underperform compared to “unoptimized protocols”.
This begs the question of designing the protocols and

systems that are more appropriate for resource-shared en-
vironments and specifically the cloud. To this end, we have
introduced a newmetric that takes into account resource effi-
ciency by normalizing the throughput over the resource con-
sumption. The metric serves as a good proxy for protocols’
relative performance in sharded, task-packed environments.
Using this metric, we can identify bottlenecks in replica-

tion protocols and optimize them for modern environments.
One potential source of optimizations is the emerging hard-
ware and software technologies. These technologies may
provide opportunities for further efficiency optimizations
or efficiency trade-offs when efficiency over one resource
improves at the expense of other, more abundant resources.
For instance, Odyssey [10] argues for designing replication
protocols with modern hardware in mind—taking into ac-
count the multi-core nature of servers and the availability
of new communication technologies that bypass CPU, such
as RDMA. Other modern implementation-driven methods,
such as kernel bypass (i.e. DPDK [14]), may be used to reduce
the CPU footprint of the protocols.
The optimizations don’t have to stop at using new im-

plementation technologies, and we can still do a lot to curb
resource usage at the protocol level. For example, some of
the older tricks, such as Cheap Paxos [18] may get handy
to limit unnecessary communication. Use-case-specific op-
timizations are possible as well. For instance, in a system
that frequently overwrites some small subset of data ob-
jects, a leader may forgo replicating an operation right away
in anticipation that some shadowing operation may arrive
shortly.

More radical or questionable ideas are worth exploring as
well. For example, using ever-improving time synchroniza-
tion [19] in the datacenters as an always-on implicit source
of communication and synchronization may result in the
protocol that avoids some of the explicit synchronizations
and spare some resources.

These and other potential solutions require an understand-
ing of the resource efficiency of protocols and systems. The
importance of scaling without sacrificing efficiency has been
brought up before in the context of big data platforms [21].
However, the efficiency problem is largely ignored in repli-
cation protocols and especially consensus-based replication.
We think studying the efficiency is even more important in
the context of protocols running on the cloud and we hope to
see the emergence of a new generation of resource-efficient
replication protocols designed for the cloud.
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